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Abstract

A simplified one-dimensional (1D) magnetohydrodynamics (MHD) is solved using a lattice Boltzmann and a quantum lattice
gas model. It is shown that the magnetic field decreases the strength of the velocity shock fronts, with marked spikes in the
magnetic field strength that gradually broaden in time. There is very good agreement between the lattice Boltzmann model—a
representation of non-linear systems that circumvent the non-local non-linear advection by simple local non-linearities within
the collision operator—and the quantum lattice gas—an algorithm that is unconditionally stable and appropriate for a hybrid
quantum-classical computer.
Published by Elsevier Science B.V.
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1. Introduction

Turbulence is forced to deal with spatiotemporal in-
termittency involving coherent structures—structures
that run counter to the widely exploited simple scale-
similarity local arguments like the Kolmogorovk−5/3

energy spectrum. Some insights into fluid turbulence
has been gained by examining 1D models, like Burg-
ers equation. Since MHD turbulence involve even
more complex structures, insights can be gained by
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turning to the 1D magnetic field generalization [1–3]
of Burgers equation which exhibit Alfvenization (the
interchange of fluid and magnetic energies):
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The plasma velocityu = u(x)x̂, the (divergence-free)
magnetic fieldB = By(x)ŷ + Bz(x)ẑ, µ the fluid
viscosity andη is the plasma resistivity. Eq. (1) can de
derived from the full MHD equations when the plasma
density length scales are much longer than those of
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the magnetic field [1,2], resulting, to leading order,
in a constant density. An important simplification in
this model is the neglect of the interaction between
the velocity and magnetic field through the internal
energy. In the limitB → 0, the 1D MHD model,
Eq. (1), reduces to the Burgers equation with no
back pressure. WithB �= 0, however, the MHD model
exhibits a self-consistent magnetic back pressure in the
fluid momentum equation.

In the inviscid limit(µ→ 0, η → 0), the 1D MHD
model possess two (non-trivial) constants of the mo-
tion:

energy:
EK +EM = 1
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The energy exchange between the velocity and mag-
netic field is determined by [1]

∂

∂t
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where the energy transfer rate (Tb→u) from B to u is
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while the kinetic (QK) and magnetic (QB) enstrophy
are
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Here we will develop a lattice Boltzmann repre-
sentation [4–11] for the 1D MHD equations (1), and
compare the results with the recently developed quan-
tum lattice gas representation [12]. The interest in lat-
tice Boltzmann as an alternative to the standard direct
computational fluid dynamic (CFD) approach rests
on its avoidance of the non-linear convective deriva-
tives by embedding the problem into a higher dimen-
sional (kinetic) phase space. In this way, the non-local

non-linear convective derivatives of CFD, which re-
quire the use of accurate (and computationally expen-
sive) Riemann solvers, are replaced by local nonlinear
terms within the kinetic collision operator. This leads
to simple algorithms, usually explicit in form, that are
ideal for parallelization on multiple PE architectures,
although subject to numerical instabilities in highly
nonlinear (turbulent) regimes where gradient length
scales become on the order of the lattice unit and/or
the development of large local flow speeds. A quan-
tum lattice Boltzmann representation has been con-
sidered by Succi and Benzi [13] while other authors
have explored various quantum lattice gas formula-
tions [14–18]. The quantum lattice gas algorithm, on
the other hand, is unconditionally stable, and is ideal
for implementation (and parallelization) on a hybrid
quantum-classical computer as well as on a classical
computer itself.

2. Lattice Boltzmann model

The simplest lattice Boltzmann model that will
recover the 1D MHD equations (1) is based on a phase
space lattice with kinetic velocitiesei = (±1,±2),
i = 1, . . . ,4. A rest particle is not needed. At each
spatial node (in this 1D case, the spatial nodes lie on
the x-axis), there are 4 possible streaming directions
corresponding to the velocitiesei . The BGK kinetic
equations are
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where
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u,i = u(x, t) and the vector dis-

tribution functions satisfy the constraints
∑

i fB,i =∑
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B,i = B(x, t) = Byŷ + Bzẑ. The relaxation rates
are τu, τB . The equilibrium distribution functions
needed to recover the MHD equations (1) are readily
shown to be, from standard Chapman–Enskog calcu-
lations [5]:
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Fig. 1. The von Neumann stability plot of the maximum mean
velocity U0 versus the free parametercu in Eq. (8) for the lattice
Boltzmann representation for Burgers equation (B → 0 limit) for
the caseτu = 0.5.

with 34cu + 10du = 0.5, 34cB + 10dB = 1 and the
viscosityµ and resistivityη transport coefficients in
Eq. (1) given by

(9)µ = 34
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)
, η = 34

10
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2

)
,

Physically, one requiresτu, τB � 1/2 with τu → 0.5
yielding infinite Reynolds numberRe → ∞.

A standard von Neumann linear stability [19] on
the Burgers equation (i.e., the 1D MHD equations
(1) in the limit B → 0) puts constraints on the
free parametersU0 (equilibrium velocity) andcu,
the coefficient in the distribution function, Eq. (8).
The stability curve is shown in Fig. 1 forτu = 0.5
(which corresponds to infinite Reynolds number).
For (U0, cu) above the stability curve, the lattice
Boltzmann scheme is linearly unstable to some wave
numbers, while below this curve the scheme is linearly
stable to all wave numbers.

3. Quantum lattice gas model

A quantum lattice gas model for 1D MHD (with
By ≡ 0) has been developed [12] by perturbatively

merging the quantum models for the diffusion and
Burgers equations [17]. It should be stressed that,
unlike the lattice Boltzmann method, the quantum
lattice method is unconditionally stable. We briefly
summarize this methodology:

Step 1. State preparation

At each spatial nodex we consider a quantum
computer consisting of 4 qubits so that

|qa(x)〉 = √
pa(x) |1〉 + √

1− pa(x) |0〉,
(10)a = 1, . . . ,4

wherepa is the excited state occupation probability.
From the given initial spatial profiles for the velocity
and magnetic fields, one can encode at each spatial
node the initial occupational levels of the excited states
for each of the four qubits

p1 = 1

2
(1+ u+Bz) = p3,

(11)p2 = 1

2
(1+ u−Bz) = p4

which is reminiscent of the Elsasser variables of
MHD. The on-site ket at each spatial node is just the
tensor product state

(12)|ψ(x)〉 = |q1(x)〉 ⊗ |q2(x)〉 ⊗ |q3(x)〉 ⊗ |q4(x)〉.

Step 2. Local unitary collision interaction

At each local node, one applies a unitary collision
operatorÛ that entangles the four on-site qubits to
give the post-collision on-site ket

(13)
∣∣ψ ′(x)

〉 = Û |ψ(x)〉.
In factored quantum lattice-gas algorithms, the unitary
operator does not entangle qubits on different spatial
nodes.

Step 3. Measurement of post-collision occupation
probabilities

Introducing n̂a , the number operator of theath-
qubit, the post-collision occupation probability

(14)p′
a(x)= 〈

ψ ′(x)
∣∣n̂a∣∣ψ ′(x)

〉
.
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The measurement process is nonunitary and destroys
the quantum entanglement caused by the collision
operator.

Step 4. Nearest neighbor communication

The final step of this hybrid quantum-classical
(“type 2”) algorithm is to stream these post-collision
probabilities to the appropriate nearest neighbors.
This step, in essence, is the time-advancement of
the algorithm and further advancement in time is
achieved by cycling through these 4 steps. The final
discretized kinetic transport equation for the post-
collision probabilities is just

pa(x + ea, t + 1)

(15)= pa(x, t)+ 〈ψ(x, t)|Û+n̂aÛ − n̂a|ψ(x, t)〉
whereea is the streaming vector.

To specifically recover [12] the 1D MHD equa-
tions, we first consider this 4-step cycle for the square
root of SWAP quantum gate1 acting on qubits ‘3’ and
‘4’, and performing streaming only on these qubits:
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swapn̂aÛ
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sponding 24 × 24 matrices for a 4-qubit system can be immediately
derived by taking appropriate tensor products with the identity ma-
trix.

and cycle through Steps 1–4 on these re-initialized
probabilities usingπ/4 rotation quantum gates, see
footnote 1, entangling qubits ‘1’ and ‘2’ as well as
entangling qubits ‘3’ and ‘4’. One then streams these
post-collision probabilities with displacementsea =
(1,−1,1,−1):

p(2)
a (x + ea, t + 1)

= p(2)
a (x, t)+ 〈ψ(x, t)|Û (3,4)+

π/4 Û
(1,2)+
π/4 n̂aÛ

(1,2)
π/4

× Û
(3,4)
π/4 − n̂a |ψ(x, t)〉,

ea = (1,−1,1,−1).

It is very important to realize that all the above op-
erations can be performed on an NMR quantum com-
puter. Indeed, such a type-II quantum algorithm for the
1D diffusion equation has been realized. For the dif-
fusion equation, one only requires 2 qubits per spa-
tial node [17]. The experiment was performed on a
liquid NMR quantum computer using a chloroform
molecule. The hydrogen and a particular carbon con-
stituted the 2 qubits. Very specific RF pulses were ap-
plied for the collisional entanglement [20]. However,
one can also see this quantum algorithm as generating
an unconditionally stable finite difference scheme—
unconditionally stable because of the use of unitary
collision operators.

To reconnect to the physics of interest, the velocity
and magnetic fields are defined in terms of the stream
post-collision occupation probabilities
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.

In terms of these fields, the resulting uncondition-
ally stable finite difference scheme from this type-II
quantum algorithm can be obtained. In the continuum
limit, they reduce to the 1D MHD equations (11) with
By = 0 to cubic errors.

However, it is formally straightforward to gener-
alize these finite difference equations to incorporate
a more general magnetic fieldB = By(x)ŷ + Bz(x)ẑ

which in the continuum limit will reduce to the full
1D MHD equations (1). In lattice units (withx andt
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integers)
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In the continuum limit. the transport coefficients are
given by (with%x = 1=%t , in lattice units)

(21)µ = (%x)2

2%t
, η = 2µ.

4. Simulation results

The time evolution of the initial velocity (dashed
curve in Fig. 2(a)) and magnetic field (solid curves in
Fig. 2(b)) profiles are presented in Figs. 2–4, using
the lattice Boltzmann mode and assuming periodic
boundary conditions with 512 spatial nodes. Since we
will make comparison between the lattice Boltzmann
and the quantum lattice gas method, see Fig. 5, it is
convenient to choose parameter valuesτu = 0.647 and
τB = 0.794 so as to recover the transport coefficients
in Eq. (21). In Burgers turbulence (B → 0), regions
of negative velocity gradients (∂u/∂x < 0) steepen
further into shocks while the positive gradients are
weakened. WithB �= 0, the rate of time decay of the
positive slope in the velocity field is unchanged from
the Burgers equation. However, the rate of steepening
of the negative slope region in the velocity field is
somewhat arrested by the presence of the magnetic
field as well as the introduction of inflection points.
(Fig. 2(a)). In these∂u/∂x < 0 regions, there is
strong amplification of the magnetic field, Fig. 2(b):
initially we choose a small constantBy = +0.05,

(a)

(b)

Fig. 2. (a) The evolution of the velocity profile fromt = 0 (dashed)
to t = 64 (solid). Regions of∂u/∂x < 0 steepen into shocks—but
these shocks are weakened by the magnetic field. The time evolution
of the decay of∂u/∂x > 0 are unaffected by the magnetic field. The
shocks also exhibit inflection points, this not seen in simple Burgers
evolution. (b) The magnetic field att = 0 (dashed curves: note that
By = 0.05) andt = 64 (solid). Note the strong enhancement in both
components ofB—with these spikes localized to the shock regions
in the velocity field.
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(a) (b)

Fig. 3. (a) Velocity profiles att = 192 (dashed) andt = 320 (solid). The shock fronts dictate the spatial positions where the magnetic field is
enhanced. (b) The corresponding magnetic field att = 192 (dashed) andt = 320 (solid). The magnetic spikes, whose sides coincide with the
velocity shocks, broaden in time while the maxima decay slowly.

(a) (b)

Fig. 4. (a) The velocity profiles att = 640 (dashed) andt = 1280 (solid). Att = 1280, the shocks are located aroundx = 280 andx = 470.
(b) The corresponding magnetic field components att = 640 (dashed) andt = 1280 (solid). The magnetic shocks att = 1280 occur around
x = 280 andx = 470.
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(a) (b)

Fig. 5. (a) Lattice Boltzmann evolution of the kinetic energy on a grid of 512 lattice points. The dashed curve is∂EK/∂t while the solid curve
is Tb→u − 2µQK , defined in Eqs. (2)–(5). (b) Lattice Bolztmann evolution of the magnetic energy on a grid of 512 lattice points. The dashed
curve is∂EM/∂t while the solid curve is−Tb→u − 2ηQB , defined in Eqs. (2)–(5).

(a) (b)

Fig. 6. (a) The difference%u in the velocity profile att = 320 between the quantum lattice gas and lattice Boltzmann algorithms. Discrepancies
lie at the very sharp shocks aroundx = 80 and 170 with the algorithms differing only slightly in the spatial positions of the shocks. The solid
curve isu as determined by the quantum algorithm while the dashed curve exhibits the difference in the velocity between the two algorithms. (b)
The corresponding difference in the magnetic field componentBy at t = 320 between the quantum lattice gas and lattice Boltzmann algorithms.
The solid curve isBy as determined by the quantum algorithm, while the dashed curve exhibits the difference inBy between the two algorithms.
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while Bz is larger and non-constant (dashed curves in
Fig. 2(b)). At t = 64, theB-field becomes basically
constant except for spikes located at the velocity
shocks. Interesting, atx = 300, there is a positive
spike inBz.

The time evolution of the velocity and magnetic
field profiles are shown in Figs. 3 and 4. The width
of the magnetic field spikes broaden with time, with
its sides located at the position of the velocity shocks.
By t = 1280, there are only two shocks left in the
velocity field with its maximum reduced by an order
of magnitude.

The kinetic energy and magnetic energy decay
rates, Eq. (3), are computed by the lattice Boltzmann
method. In Fig. 5(a) we plot the time decay of the
kinetic energy∂EK/∂t (dashed curve) and compare
it to the energy transfer rate from the velocity field
Tb→u − 2µQK , the right-hand side of Eq. (3). The
corresponding comparison of the time decay of the
magnetic energy∂EM/∂t (dashed curve) to the energy
transfer rate from the magnetic field,−Tb→u − 2ηQM

is shown in Fig. 5(b). There is excellent agreement.
Finally, in Fig. 6, we plot the velocity and magnetic

field at t = 320 using the quantum lattice gas algo-
rithm and compare these results determined from the
lattice Boltzmann algorithm (shown in Fig. 3). There
is excellent agreement between the two algorithms,
with discrepancies arising aroundx = 80 andx = 170
in the vicinity of the velocity shocks. These discrepan-
cies are extremely narrow and indicate that there is a
very small shift in the spatial location of the shocks.
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